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Introduction

• Today’s real-world databases are highly susceptible to noisy, 
missing, and inconsistent data due to their typically huge size 
(often several gigabytes or more) and their likely origin from 
multiple, heterogenous sources. Low-quality data will lead to 
low-quality mining results. 

• “How can the data be preprocessed in order to help improve 
the quality of the data and, consequently, of the mining 
results? How can the data be preprocessed so as to improve 
the efficiency and ease of the mining process?”



Major Tasks in Data Preprocessing

• Data cleaning routines work to “clean” the data by filling in 
missing values, smoothing noisy data, identifying or removing 
outliers, and resolving inconsistencies. 

• Data reduction obtains a reduced representation of the data 
set that is much smaller in volume, yet produces the same (or 
almost the same) analytical results. Data reduction strategies 
include dimensionality reduction and numerosity reduction.

• In dimensionality reduction, data encoding schemes are 
applied so as to obtain a reduced or “compressed” 
representation of the original data. 

• In numerosity reduction, the data are replaced by alternative, 
smaller representations using parametric models (e.g., 
regression or log-linear models) or nonparametric models 
(e.g., histograms, clusters, sampling, or data aggregation).



Data Cleaning

• Dealing with Missing Values:

1. Ignore the tuple: This is usually done when the class label is 
missing (assuming the mining task involves classification). 
This method is not very effective, unless the tuple contains 
several attributes with missing values.

2. Fill in the missing value manually: In general, this approach      
is time consuming and may not be feasible given a large 
data set with many missing values.

3. Use a global constant to fill in the missing value: Replace 
all missing attribute values by the same constant such as a 
label like “Unknown” or -ꝏ.

4. Use a measure of central tendency for the attribute (e.g., 
the mean or median) to fill in the missing value.



Data Cleaning

• Noise is a random error or variance in a measured variable.

• Binning: Binning methods smooth a sorted data value by 
consulting its “neighborhood,” that is, the values around it. 
The sorted values are distributed into a number of “buckets,” 
or bins. Because binning methods consult the neighborhood 
of values, they perform local smoothing.



Data Cleaning

• Regression: Data smoothing can also be done by regression, a 
technique that conforms data values to a function. Linear 
regression involves finding the “best” line to fit two attributes 
(or variables) so that one attribute can be used to predict the 
other. Multiple linear regression is an extension of linear 
regression, where more than two attributes are involved and 
the data are fit to a multidimensional surface.

• Outlier analysis: Outliers may be detected by clustering, for 
example, where similar values are organized into groups, or 
“clusters.” Intuitively, values that fall outside of the set of 
clusters may be considered outliers.



Data Integration

• Data mining often requires data integration—the merging of 
data from multiple data stores. Careful integration can help 
reduce and avoid redundancies and inconsistencies in the 
resulting data set. This can help improve the accuracy and 
speed of the subsequent data mining process.



Data Reduction

• Dimensionality reduction is the process of reducing the 
number of random variables or attributes under 
consideration. Dimensionality reduction methods include 
wavelet transforms and principal components analysis.

• Numerosity reduction techniques replace the original data 
volume by alternative, smaller forms of data representation.

• In data compression, transformations are applied so as to 
obtain a reduced or “compressed” representation of the 
original data.



Data Interestingness

• Interestingness measures play an important role in data 
mining, regardless of the kind of patterns being mined. These 
measures are intended for selecting and ranking patterns 
according to their potential interest to the user. Good 
measures also allow the time and space costs of the mining
process to be reduced.


